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MP CHAPTER 11 SOLUTIONSPRIVATE 

MP SECTION 11.1
                       Row Min

         ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
1.          2    2     2

         ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
            1    3     1

         ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
Col. Max     2   3

Since max (row min) = min (column max) = 2, row choosing row 1 and column choosing column 1 is a saddle point. Value of the game is 2 units to the row player.

2.                                 Row Min

                  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
                    4  5  5   8  4

                  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
                    6  7  6   9  6

                  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
                    5  7  5   4  4

                  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
                    6  6  5   5  5

                  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
Column Max          6  7  6  9  

     Since max (row min) = min (col max) = 6, row choosing row 2 and column choosing column 1 or column 3 are saddle points. Value of game is 6 units to the row player.

3. Since the Witch wants to maximize the length of Max's route, we let the Witch be the row player. We obtain the following reward matrix:

                                 Max Goes To

Witch Leaves Unblocked      Atlanta        Nashville   Row Min

                          ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑---------
Atl‑St.L and Nash.‑St. L.   1600           1800         1600

                          ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑---------
Atl.‑NO and Nash.‑St. L     1700           1800         1700

                          ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑---------
Atl.‑St. L and Nash.‑NO     1600           1400         1400

                          ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑---------
Atl.‑NO and Nash.‑NO        1700           1400         1400

                          ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑---------
Column Maximum              1700           1800

     Since max(row min) = min(column max) = 1700 we find that Max going to Atlanta and the Witch leaving the Atlanta‑New Orleans and Nashville‑St. Louis roads unblocked (or blocking Atlanta‑St. Louis and Nashville‑New Orleans) is a saddle point. Total length of Max's trip will be 1700 miles.

MP SECTION 11.2
1. Since the third column is dominated by either of the first two columns we need only solve the following game:

               _______

                1   2

               ‑‑‑‑‑‑‑

                2   0

               _______

     This game has no saddle point. Let x1 = probability that row chooses row 1 and y1 = probability that column chooses column 1. 

 Row player wants to choose x1 to maximize 

min( x1 + 2(1 ‑ x1), 2x1) = min(2 ‑ x1, 2x1). This maximum occurs 

 where lines y = 2 ‑ x1 and y = 2x1 intersect (at x1 = 2/3), Value  of game to row player is 2 ‑ (2/3) = 4/3.

     Column player chooses y1 to minimize 

max( y1 + 2(1 ‑ y1), 2y1) = max(2 ‑ y1, 2y1). The minimum occurs 

where 2 ‑ y1 = 2y1 or y1 = 2/3. Thus value of game to row player 

is 4/3 and row player's optimal strategy is ( 2/3, 1/3) and the  column player's optimal strategy is ( 2/3, 1/3, 0).

2. The reward matrix for this game is as follows:

                   Player 2

Player 1           Guess Truth    Guess Lie

                  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

Tell Truth           ‑1               5

                  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

Tell Lie              5              ‑10

                  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

Game has no saddle point. Let T = probability that player 1 tells the truth and GT = probability that player 2 guesses that player 1 is telling the truth. Then player 1 should choose T to maximize

min ( ‑T + 5(1 ‑ T), 5T ‑ 10(1 ‑ T)) = min (5 ‑ 6T, 15T ‑ 10). This requires 5 ‑ 6T = 15T ‑ 10 or T = 15/21. Then the value of the game to Player 1 is 5 ‑ 6(15/21) = 15/21.

     Player 2 chooses GT to minimize

max(‑6GT + 5, 15GT ‑10), This requires GT = 15/21. Thus each player's optimal strategy is ( 15/21 , 6/21) and the value of the game to player 1 is 15/21.

MP SECTION 11.3
                             Soldier

1a.                   

1   2    3    4     5

                    ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

        Row 1  A      1   1    0    0     0

                    ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

Gunner  Row 2  B      0   1    1    0     0

                    ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

        Row 3  C      0   0    1    1     0

                    ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

        Row 4  D      0   0    0    1     1

                    ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

1b. Column 2 is dominated by column 1 while column 4 is dominated by column 5.

1c. Suppose gunner chooses strategy which shoots at A, C, and D, 1/3 of the time. Then (assuming that the soldier plays his optimal strategy)no matter where the soldier hides, there is a 1/3 chance that the soldier will be killed. Thus the value to the gunner is 1/3.

1d. If the soldier chooses the given non-optimal strategy, and the gunner always fires at A, the gunner will earn an expected reward of 1/2>1/3.

1e. Row 1 = A,... Row 4 = D

Gunner's LP                      Soldier's LP

max v                              min w

st. v(x1                           st w(y1 + y2
v(x1 + x2                             w(y2 + y3
v(x2 + x3                             w(y3 + y4
v(x4 , v(x3 + x4                     w(y4 + y5
x1 + x2 + x3 + x4 = 1                 y1 + y2 + y3 + y4 + y5 = 1

x1, x2, x3, x4(0                      y1, y2, y3, y4, y5(0

For soldier y1 = y3 = y5 = w = 1/3 is feasible. For gunner x1 = 

x3 = x4 = v = 1/3  is also feasible. Since these solutions have v = w, they are both optimal strategies.

