CS 325 Chapter 11, Selected Answers 2007
11.1 P i and B 4i-3  are on the same disk. So if that disk fails, reconstructing B4i-3  is impossible (data and parity are both lost).
11.2

a. To ensure atomicity, a block write operation is carried out as follows:
        i. Write the information onto the first physical block.

        ii. When the first write completes successfully, write the same information onto the second physical block.

        iii. The output is declared completed only after the second write completes successfully.

During recovery, examine each pair of physical blocks. If they are identical and there is no detectable partial-write, then no further actions are necessary. If one block has been partially rewritten, replace its contents with the contents of the other block. If there has been no partial write, but they differ in content, then we replace the contents of the first block with the contents of the second, or vice versa, using any knowledge that one might have about which disk was more likely to have failed. This recovery procedure ensures that a write to stable storage either succeeds completely (that is, updates both copies) or results in no change.
b. The idea is similar here. For any block write, the information block is written first followed by the corresponding parity block. At the time of recovery, each set consisting of the n th block of each of the disks is considered. If none of the blocks in the set have been partially-written, and the parity block contents are consistent with the contents of the information blocks, no further action need be taken. If any block has been partially-written, it’s contents are reconstructed using the other blocks. If no block has been partially-written, but the parity block contents do not agree with the information block contents, reconstruct the parity block’s contents
11.3  Assume relations (ABC) and (CDE).

a:  ( A+D = 4(ABC      CDE).  Use MRU on CDE since when you have finished with the ABC tuple and found a CDE tuple that satisfies A+D=4, you are less likely to go next to another ABC tuple that satisfies that same constraint.

b: (ccustomer.ustomer-city = “Boston”  (borrower         customer) .   Use LRU on customer records since you want to keep the customer record that contains customer-city = “Boston” to be used again.

11.3  more generally:

a. MRU is preferable to LRU where R1         R2 is computed by using a nested-loop processing strategy where each tuple in R2 must be compared to each block in R1.After the first tuple of R2 is processed, the next needed block is the first one in R. However, since it is the least recently used, the LRU buffer management strategy would replace that block if a new block was needed by the system. Use example from class.

b. LRU is preferable to MRU where R 1       R 2 is computed by sorting the relations by join values and then comparing the values by proceeding through the relations. Due to duplicate join values, it may be necessary to “back-up” in one of the relations. This “backing-up” could cross a block boundary into the most recently used block, which would have been replaced by a system using MRU buffer management, if a new block was needed.

Example with buffer 3.


 
 
R1

R2


a1 b1

b1 c1


a2 b1

b1 c2


a1 b2

b2 c1

  
Compute
Buffer  


 
(a1 b1 c1) 
(a1 b1) (b1 c1)

  
(a1 b1 c2)
(a1 b1) (b1 c1) (b1 c2)


  
(a1 b1 c1)
MRU says toss (a1 b1) but best strategy says toss LRU (b1 c2)

11.4a:  OK if the file is small and/or deletions occur infrequently.  Useful if record order matters.

11.4b:  Best if low overhead for copying records and record order irrelevant.

11.4c:  Best when records are large (high overhead for copying).

11.5:  I have used the last column to indicate the pointer, rather than draw it free hand.

a.

	header
	
	
	
	4

	record 0
	Perryridge
	A-102
	400
	

	record 1
	Brighton
	A-323
	1600
	

	record 2
	Mianus
	A-215
	400
	

	record 3
	Downtown
	A-101
	500
	

	record 4
	
	
	
	6

	record 5
	Perryridge
	A-201
	900
	

	record 6
	
	
	
	0

	record 7
	Downtown
	A-110
	600
	

	record 8
	Perryridge
	A-218
	700
	


b

	header
	
	
	
	2

	record 0
	Perryridge
	A-102
	400
	

	record 1
	Brighton
	A-323
	1600
	

	record 2
	Mianus
	A-215
	400
	4

	record 3
	Downtown
	A-101
	500
	

	record 4
	
	
	
	6

	record 5
	Perryridge
	A-201
	900
	

	record 6
	
	
	
	0

	record 7
	Downtown
	A-110
	600
	

	record 8
	Perryridge
	A-218
	700
	


Note the info in record 2 in not erased, but since it is on the free list, it is not considered part of the database.

c.

	header
	
	
	
	4

	record 0
	Perryridge
	A-102
	400
	

	record 1
	Brighton
	A-626
	2000
	

	record 2
	Mianus
	A-215
	400
	

	record 3
	Downtown
	A-101
	500
	

	record 4
	
	
	
	6

	record 5
	Perryridge
	A-201
	900
	

	record 6
	
	
	
	0

	record 7
	Downtown
	A-110
	600
	

	record 8
	Perryridge
	A-218
	700
	


11.8 Devices include (in order of accessing speed): 

· hard disk on my computer

· floppy disks/CD-ROM drives/memory sticks

· web repositories 
11.9 Remapping bad sectors by disk controllers reduces data retrieval rates because of the loss of sequentiality among the sectors. But that is better than the loss of data in case of no remapping.

11.10 RAID level 1 (mirroring) facilitates rebuilding a failed disk with minimum interference with the on-going disk accesses. This is because rebuilding in this case involves copying data from just the failed disk’s mirror. In the other RAID levels, rebuilding involves reading the entire contents of all the other disks.
11.11 If we allocate related records to blocks, we can often retrieve most, or all, of the requested records by a query with one disk access. Disk accesses tend to be the bottlenecks in databases. Since this allocation strategy reduces the number of disk accesses for a given operation, it significantly improves performance.
11.13 An overflow block is used in sequential file organization because a block is the smallest space which can be read from a disk. Therefore, using any smaller region would not be useful from a performance standpoint: the space saved by allocating disk storage in record units would be overshadowed by the performance cost of allowing blocks to contain records of multiple files.

11.14

a. Advantages of storing a relation as a file include using the file system provided by the OS , thus simplifying the DBMS, but this has the disadvantage of restricting the ability of the DBMS to increase performance by using more sophisticated storage structures. 

b. By using one file for the entire database, these complex structures can be implemented through the DBMS, but this increases the size and complexity of the DBMS.
