INNER PRODUCT SPACES
We defined the dot product to Euclidean n-space. This gave us a way to define length, distance, and the idea of being orthogonal in Rn.  [We could have defined angles too.]  In this section we discuss generalizing this idea to other vector spaces.
Recall:

Euclidean Inner Product

                                                             n

u • v = u1v1 + u2v2  +  . . .  + unvn    =   ( uivi  

                                                           i = 1
(5,4,1,2,3) • (-2,3,1,4,1) = -10 + 12 + 1 + 8 + 3 = 14

Euclidean Norm (length)     ||u|| = (u • u)1/2 = (u12 +u22  +. . . + un2 )1/2
Distance    d(u,v) =  ||u-v|| =  ((u1 -v1)2  +(u2 -v2)2. . . + (un -vn)2 )1/2  
Definition:  An inner product on a vector space V is a function that associates a real number <u,v> with each pair of vectors u and v in V such that 

     1)   <u , v> = <v , u>

     2)   <(u +v) , w>  =  <u , w>  +  <v , w> 
     3)   k<u , v> = <ku , v> 
     4)   <v ,v>  ( 0  and <v ,v> =0 if and if  v = 0
Examples:

1.  Rn with the Euclidean inner product.

2.  Weighted Euclidean Inner Product.  

      example:   <u,v>  =  4u1v1 + 3u2v2     

      (book discusses the weighted mean page 277)
3. Mmn   defined by 

                                            m      n     

                         <A,B>  =  (   (  aijbij

                                          i =1   j=1
4.  Pn    (or  set of continuous functions from R to R)

                               b
               <p,q> = (a   p(x) q(x) dx

Length and Distance in inner product spaces.

Definition:  The norm or lenth of a vector v in an inner product space is defined by 

              ||u|| = <u , u>1/2

and the distance between two vectors u and v is 

               d(u,v) =  ||u-v||

1.  Find norms in R2  with a standard and a weighted inner product

2.  Do some lengths and distances in the polynomial example that uses integration.

Cauchy Schwarz Inequality for inner product spaces

If   u and v  are in Rn  then   |<u, v>| ( ||u|| ||v||  or 

                                             <u,v>2 ( <u,u> <v,v>.

Proof:  If u = 0 then both sides are 0 so they are equal.
            If u ( 0  then let a = <u,u>   b = 2<u,v>   c = <v,v>  and t be any real number.  
           0 ( <tu+v, tu+v>  = <u,u> t2 + 2<u,v> t + <v,v>

                                        =   at2 + bt + c      a quadratic in t.
           Since this quadratic is never negative it on no real roots or one repeated root.  [think about the parabola]   Therefore the discriminate is less than or equal to 0.  

                              b2 – 4ac ( 0
                                        b2 (  4ac 
                           (2<u,v> )2 ( 4 <u,u> <v,v>
                                 <u,v>2 ( <u,u> <v,v>
FACTS ABOUT LENGTH AND DISTANCE

   Length

a)   ||u|| ( 0

b)   ||u|| = 0  iff  u = 0
c)   ||ku|| = |k| ||u||

d)   ||u +v|| (  ||u|| + ||v||

Distance

a)   d(u,v) ( 0

b)   d(u,v) = 0  iff   u=v  

c)   d(u,v) = d(v,u)

d)   d(u,v)  ( d(u,w) + d(w,v)

How would you define  ORTHOGONAL ?






