ROW SPACE, COLUMN SPACE, AND NULLSPACE

Some problems we have or will encounter.

1.  When is a square matrix A invertible?

2.  When is Ax=b consistent?  (for which b's)

3.  What is the span of a set of vectors?  (find a basis for it)

To find out more about the answers to these questions we study matrices in more detail.

Definition:  Suppose A is the following matrix:


    a11    a12     . . .    a1n   

    a21    a22    . . .     a2n   

     .       .               .

    am1   am2   . . .     amn   

   r1   =  ( a11    a12     . . .    a1n  )       are called the row vectors of A

   r2   =  ( a21    a22    . . .     a2n  ) 

   rm   =  ( am1   am2   . . .     amn  )

           a11                       a12                         a1n      are the column 

c1  =   a21            c2   =        a22    ...   cn   =      a2n       vectors of A 

            .                         .

           am1                               am2                        amn

If  A =    1   0       then what are the row and column vectors of A?


         0   1


               3  -1

Note:   

     1   0       x1   
        x1 + 2x2               1


          2 
     0   1 
x2    =   0x1 +  x2   =    x1    0       +      x2     1
     3  -1                   3x1 -   x2                 3                      -1  
So the product is the linear combination of the column vectors of A.

Definition:  Suppose A is the matrix with the row and column vectors as in the definition above.

Span{r1, r2,  . . .  rm} is called the row space of A.  (the linear span of the rows of A---a subset of Rn)
Span{c1, c2,  . . .  cn} is called the column space of A.  (the linear span of the columns of A--- a subset of Rm)

{x | Ax=0} is called the nullspace of A.  (the solution set of Ax=0--- a subset of Rn)

How do you find each of these sets?  How do  they related to each other?

We found a basis for the nullspace recently.  We solve Ax=0 in terms of parameters like s and t.  We then wrote the solution in a form  like

                     s            +   t


A basis of the nullspace would consist of these two vectors.

    (without the s and t)

Theorem:  Elementary row operations do not change the row space.

Theorem:  The nonzero rows in a row echelon form is a basis for the row space. 

(example--  matrix  on left row reduces to the ones on right)


  1   2   3

  1   2   1
  
  1   0   -3

  0   1   2

  0   1   2

  0   1    2

  2   3   0 

  0   0   0      
  0   0    0 

so {(1,2,1), (0,1,2)}   and  {(1,0,-3), (0,1,2)}  are both bases for the row space.

Note:  The bases we came up  with were not made up from the original row vectors.  

Facts:  Suppose A and B are row equivalent matrices.  

1.  A set of column vectors of A is linearly independent if and only if the corresponding set of column vectors of B are.

2.  A set of column vectors of A form a basis of the colum space if and only if the corresponding set of vectors of B form a basis.

Theorem:  If a matrix is in row echelon form, then the column vectors that contain leading 1's form a basis for the column space.

How do you use these theorems to get a basis for the column space?
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   as the leading 1's.

Can you get a basis for the row space from the original rows of A?

Yes.  Do the method above to the columns of AT.  

Problem:  Find a subset of a set of vectors that form a basis for the span the the vectors.  You can do this by making the vectors the columns of a matrix and using our methods to find a basis of the column space from the columns of the matrix.

For example,  if we were given vectors (1,2,3), (-2,-4,-6), (3,8,10), (2,3,6), (1,10,5) and were ask to find a basis of the space spanned by these vectors we could do use these as columns of matrix and row reduce to find where the leading ones are to find which will form a basis.  We did this work in the last example can use it to say that 

{(1,2,3), (3,8,10), (2,3,6)} form a basis for the space spanned by the 5 original vectors.  

How do you write (-2,-4,-6), (1,10,5) as a linear combination of the other three.  Look at the row reduced form of the matrix we used to to get the answer.


       1   -2
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2nd column is -2 times the first column

4th  column is 3 times first +2 times third -4 times fourth.

So

v2 = -2v1 

v5 = 3v1 + 2v3 - 4 v4     (where the v's are the original vectors)

NEXT SECTION

Theorem:  The dimension of the row space and the dimension of the column space are the same.

Proof:  Recall that the non-zero rows of the row reduced form of A form a basis of the row space.  Also the columns of the reduced form of A with leading 1's form a basis of the column space.  Since each non-zero row has a leading one these two are the same.

This number is called the rank of A.  

The dimension of the nullspace of A is called the nullity of A.  

Dimension Theorem of Matrices:  Suppose A is an mxn matrix.


Rank of A + Nullity of A = n    (number of columns)

    
leading ones   +  parameters  =  number of colums

  and there is an element of the basis of the null space for each parameter.

Big Theorem:  A is an nxn matrix.  The following are equivalent.

a.  A is invertible

b.  Ax = 0 has only the trivial solution.

c.  A is row equivalent to the identity.

d.  Ax=b is consistent for all nx1 vectors b.

e.  det A ( 0

f.  A has nullity 0

g.  A has rank n

h.  row vectors of A are linearly independent

i.  column vectors are linearly independent.

What about non-square case.

When is Ax=b consistent?


    a11    a12     . . .    a1n        x1


a1
    a21    a22    . . .     a2n        x2      =   
a2 

     .       .               .

    am1   am2   . . .     amn       xn 

am
 equals

          a11                                            a1n                  b1
x1          a21.            +   .  .  .        +   xn       a2n 
      =
    b2
           .

          am1




 amn
                           bn
So Ax=b is consistent if and only if b is in the column space of A.

Given the system Ax=b.  Suppose x0  is a solution.  [Ax0 = b]

Also suppose {v1, v2, v3, . . . , vk}  is a basis for the solution space of Ax=0.  Then every solution of Ax=b is of the form

x = x0  + c1v1 + c2v2 +  . . .   + ckvk     and every vector in this form is a solution to Ax=b.

If A is mxn  and rank(A) = r  then solution of Ax=b has n-r parameters.







