BASIS AND DIMENSION

Definition:  If V is a vector space and  S = { v1, v2, . . . , vr }  is a finite set of vectors in V then S is called a basis for V if :


1.  S is linearly independent


2.  S spans V

Example.  V = Rn    S = { e1, e2, . . . , en}    [standard basis]


Why does S span?  Why is S linearly independent?

Example.   What is a basis for Pn?       {1, x , x2, . . . , xn }

Example.   What is a basis for Mnn?

Observation: { v1, v2, . . . , vr } is a basis for span(v1, v2, . . . , vr)


if and only if  { v1, v2, . . . , vr } is linearly independent.   Why?

Definition:  A vector space V is finite dimensional if there is a finite set of vectors { v1, v2, . . . , vn } that is a basis for V.

Otherwise called infinite dimensional.  Examples- all Polynomials, all functions from R to R.

Goal:  Show that all bases for a given vector space have the same number of elements.

Theorem:   If   S = { v1, v2, . . . , vn } is a basis for V then:

          (a)  Every set of more than n vectors in V is linearly dependent. 

          (b)  Every set of fewer than n elements in V does not span V.

proof:  (a)  Let   { w1, w2, . . . , wm } be a set of vectors in V with m>n.

Since S is a basis it spans so each w can be written as a linear combination of the v's.  That is we can find scalars aij that satisfy the following:  [note the notational flip on the subscripts]

w1 =  a11v1 + a21v2 + . . . +an1vn

w2 =  a12v1 + a22v2 + . . . +an2vn

.

wm =  a1mv1 + a2mv2 + . . . +anmvn
To show the set of w's is linearly dependent we must find 

k1, k2, .  .  . km not all 0 such that kw1 + k2w2 + . . . +kmwm = 0.

Replace each wi in this equation with the sum it equals above to get

(k1a11 + k2a12 + . . . + kma1m)v1  + 

(k1a21 + k2a22 + . . . + kma2m)v2  + 

.

(k1an1 + k2an2 + . . . + kmanm)vn+   = 0

Since the set of v's is linearly independent, each the coefficient of each v is 0.  So

a11k1 + a12k2 + . . . + a1mkm = 0

a21k1 + a22k2 + . . . + a2mkm = 0

.

an1k1 + an2k2 + . . . + anmkm = 0

This is a homogeneous system with more variables than equations

(m>n) so there is a non-trivial solution for the k's.

Theorem:  Any two bases of a finite dimensional vector space have the same number of elements.

Proof:  Suppose  S = { v1, v2, . . . , vn }  and   S' = { w1, w2, . . . , wm } are both bases for V.  Since S is a basis and S' is linearly independent, by the last theorem m(n.  Since S' is a basis and S is linearly independent, n(m.  Therefore m=n.

Definition:  The dimension of a finite dimensional vector space is the number of elements in a basis of the vector space.  The vector space {0} has dimension 0 and it has no basis.

Example:  Solution spaces.  Suppose we had a homogeneous system of equations Ax=0 with the following solution set.
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Coordinates Relative to a Basis

Standard basis in the plane {(1,0) , (0,1)}

 Our coordinate system us this as follows:

v = (3,9) = 3(1,0) + 9(0,1).  

What would the coordinates of v be if you used a different basis say

S = {(1,2), (-1,1)}?  We solve for k1 and k2 such that:

   k1 (1,2)  + k2 (-1,1) = (3,9) 


k1  -  k2 = 3

       2k1 + k2 = 9   Solving gets    k1 = 4   k2 = 1

The coordinates of (3,9) relative to the basis S is (4,1).

This is written  [v]s = [(3,9)]S = (4,1).   since 4(1,2) + 1(-1,1) = (3,9)
Examples to try in P2
  S = {1, x, x2}   v = 2+x2   find  [v]S
  S' = {1, x, x2-2x}   v = 2+x2   find  [v]S'
  S'' = {1, x2-2x, x}   v = 2+x2   find  [v]S''
  Suppose you know [v]S'' = (3,1,4).  What is v?  (in standard coordinates)

Theorem:  Suppose V is an n-dimensional vector space.

   1.  Any set of n linearly independent vectors is a basis.

   2.  Any set of n vectors that span V is a basis.

   3.  Any linearly independent set can be extended to a basis by adding some vectors.

   4.  Any spanning set can reduced to a basis by deleting some vectors.
Describe proofs of 1 and 3.  

1.  Show any v can be written as a linear combination of the vectors by adding it to them to get a dependent set.  Explain.

3.  If it doesn't span add a vector in that is not in the span.  Show this is still a linearly independent set.  [This is part of the Plus/Minus Theorem proved in the text.] If this spans then done.  If not repeat.             







