LINEAR INDEPENDENCE

Concept 1.  {(1,0), (1,1), (1,2), (3,4)} spans R2.

       Are they all necessary?   No!  The set with just the first 2 span.

      Leads to the idea of a "smallest spanning set" which we later use to define dimension.

Concept 2.  Can a vector in R2 be written more than one way as a linear combination of the vectors in a set.  If we name the vectors

in the set about v1, v2, v3, v4 then we get 

    (3,4) =  0v1+ 0v2 + 0v3 + 1v4
    (3,4) =  0v1+ 2v2 + 1v3 + 0v4
Fact:  The idea of being able to write a vector in only one way as a linear combination of a set of vectors, and the idea of a smallest spanning set are related.  For this reason we pursue concept 2.

Fact:  Every vector can be written uniquely as a linear combination of a set of vectors if and only if the zero vector can be written uniquely as a linear combination of the set of vectors.

Definition:  A set S = { v1, v2, . . . , vn } is linearly independent if the equation  k1v1+ k2v2 + . . .+ knvn  = 0  has only the trivial solution 

k1  = k2  = . . .  = kn = 0.  If a set of vectors in not linearly independent we say they are linearly dependent.  

Example:  Is the set {(1,2,3), (1,4,5), (0,2,1)} linearly independent?

If  k1(1,2,3) + k2(1,4,5) + k3(0,2,1) = (0,0,0).. 

Can you show k1= k2= k3=0?

We get the following equations


  k1 +   k2             = 0

2k1 +  4k2 + 2k3  = 0

3k1 +  5k2 +   k3  = 0




    1   1   0

Since  det    2   4   2     =  2   this system has only the trivial solution.



    3   5   1

So  k1= k2= k3=0  

and thus {(1,2,3), (1,4,5), (0,2,1)} is linearly independent.

Example:  Is {x3+1, 2x, 4x+1, 1-x} linearly independent in P3?

Suppose   k1(x3+1) + k2(2x) + k3(4x+1) + k4(1-x) = 0

  k1       

     = 0

       2k2+ 4k3 -  k4 = 0

  k1        + k3 + k4   = 0

This solves to k1 = 0   k2= -5/2s   k3 = s    k4 = s    so you cannot show the ki's are 0 so the set is not linearly independent.

Note:  You could have used a theorem to do this since this is a homogeneous system with more variables than equations so it must

have a non-trivial solution.

Theorem:  A set S of two or more vectors is:


a.  Linearly dependent if and only if at least one of the vectors in s is expressible as a linear combination of the other vectors in S.


b.  Linearly independent if and only if no vector of S is expressible as a linear combination of the other vectors in S.

Proof: (a) (  Suppose S = { v1, v2, . . . , vn } is linearly dependent.  Then there are ki's  such that  k1v1+ k2v2 + . . .+ knvn  = 0   and not

all of the ki's are 0.  Suppose kj ( 0.  Using the above equation you

can solve and get

 vj  =(-k1 / kj) v1 + (-k2/ kj) v2 +...+ (-kj-1/ kj) vj-1 +(-kj+1/ kj) vj+1 + + (-kn/ kj) vn 

Therefore vj  is a linear combination of the other vectors in S.

(  Suppose vj  is a linear combination of the other vectors in S.

       That is   vj  =  a1v1 + a2v2 +...+ aj-1vj-1 + aj+1 vj+1 +... + anvn .

Then   a1v1 + a2v2 +...+ aj-1vj-1 + (-1)vj + aj+1 vj+1 +... + anvn = 0.

and a since not all of these coefficients are 0  S is a linearly dependent set.

Part b is an exercise.  

What does this reduce two in 2 space and in 3 space?

Theorem: Suppose S = { v1, v2, . . . , vr } be a set of vectors in Rn.

                 If  r>n  then S is linearly dependent.

Proof:  
v1 = (v11, v12, . . . , v1n)

v2 = (v21, v22, . . . , v2n)

 .

vr= (vr1, vr2, . . . , vrn)

We must find r ki's  not all 0 such that   k1v1+ k2v2 + . . .+ krvr  = 0.  Or

v11k1 + v21 k2  . . .  + vr1kr = 0

V12k1 + v22 k2  . . .  + vr2kr = 0

 .

v1nk1 + v2n k2  . . .  + vrnkr = 0

This is a homogeneous system with more variables then equations (since r>n) so there is a non-trivial solution.  [Example:   4 vectors in 3 space.]   Look at problems  11 and 9 on page 229 if time. 







