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R2 is a vector space and any straight L line 

through the origin is also a vector space with 

the same addition and scalar multiplication.

       

      x    0                x is real           is a vector space in Mnn.

      0    0     

Definition:  A subset W of a vector space V is called a subspace  of V if W is itself a vector space under the addition and scalar multiplication defined on V.  

Very important you use the same addition and scalar multiplication.

[Problem 13 page 209 is an example with different operations.]

To show the subset W is a vector space you ordinarily would have to show the 10 axioms hold.  However, some are true because V, the set containing W, already has the properties.  These properties are called inherited properties.  Example:  u+v =v+u for vectors in W since this is true in V and W is a subset of V.  Properties 2, 3, 7, 8, 9 and 10 are all inherited.

This leaves properties 1, 4, 5, and 6 to prove.  Actually 1 and 6 are sufficient to get them all.

Theorem:  If W is a set of one or more vectors from a vector space V, then W is a subspace of V if and only if the following conditions hold.   (a)  If u and v are elements of W then u+v ( W.

           (b)   If k is a scalar and u(W, then ku ( W.

(()  If W is a subspace of V then the 10 axioms hold.  Since (a) and (b) are just axioms 1 and 6, (a) and (b) must be true.

(()  Suppose (a) and (b) hold.  We must show the 10 axioms are true.  2, 3, 7, 8, and 9 are true since they are inherited from V.  1 and 6 hold since they are the same as (a) and (b).  We must show 4 and 5.

4:

Show that there is a zero vector for W.  The zero vector 0 for V would satisfy the requirements but we don't know that it is in W.


We know W has at least one element, say u.  By 6 we know

ku ( W for all scalars k.   Let k=0.   0u(W.  but 0u=0 so

0(W as required.

5:

We must show every element of W has an additive inverse.  Let u(W.   We could use -u the additive inverse of u in V, if we knew 

-u were in W.   By 6     (-1)u(W  so -u(W.

So to show a subset of a vector space is a subspace, one shows it closed under addition and scalar multiplication.

Examples:

1.  { 0 }  is a subspace of every vector space.

2.  A straight line through the origin is a subspace of the plane. 

   Line = {(x,y) | y=ax}   

   Suppose (x1,y1) and (x2,y2) are on the line.  We must show that

  (x1,y1) + (x2,y2)   and   k(x1,y1)  are also on the line.

  (x1,y1) + (x2,y2) = (x1+x2, y1+y2)  Is it on the line?

   y1+y2 = ax1+ax2 = a(x1+x2)  so (x1+x2, y1+y2) is on the line.

 k(x1,y1) = (kx1,ky1).  Is it on the line?

   ky1 = kax1 = a(kx1)    So  (kx1,ky1) is on the line.

3.  

       

      x    0                x is real           is a vector space in Mnn.

      0    0     

       

       x    0      +       y    0   =    x+y    0       closed under addition
          0    0                    0                     0        0

     k   x    0      =       kx    0          closed under scalar multiplication
              0    0                    0     0                
4.  Pn    polynomials of degree ( n.  subspace of vector space

     of functions from R to R.

    [not true for polynomials of degree n]

5.  Continuous functions from R to R.

      Differentiable functions from R to R

6.   Let Ax = 0  be a  homogeneous system of   linear equations with m equations in n unknowns.  [x is a column 

vector that is in Rn]   

The set of all solutions to Ax = 0 is a subspace of Rn.

To show this, suppose s1 and s2 are solutions to Ax=0.  We show s1 + s2  and  ks1 are also solutions.

A(s1 + s2) = As1 + As2 = 0 + 0 = 0

A(ks1) = kAs1 = k0 = 0

This subspace is called the solution space of Ax = 0.

-------------------------------------------------------------

Goal:  Given a certain subset of a vector space, find the smallest subspace containing the set.

Definition:  A vector w is called a linear combination of the vectors v1, v2, . . .  ,vn  if  w can be expressed in the form 

w = k1v1 + k2v2, . . .  + knvn  where the ki's are scalars.

eg.     (1,2,7) = 2(0,-1,4) + 1(1,4,-1)

In general how do you know if a vector is a linear combination (l.c.)of a set of vectors?   Reduces to solving equations.   Example: (1,2,3) l.c. of  (0,1,4) and (2,1,-1)?

      (1,2,3)=?  k1(0,1,4) + k2(2,1,-1)

  

 0 k1 + 2 k2 = 1
  

 1 k1  + 1 k1 =2         [no solution]

      

 4 k1  -  1 k1 =3
Definition:   If  v1, v2, . . .  ,vn  are vectors in a vector space V and if every vector in V is a linear combination of the vectors v1, v2, . . .  ,vn  then we say the vectors span V.

Example 1:   i =  (1,0,0)   j = (0,1,0)   k = (0,0,1)  span R3.

     since    (a,b,c) = ai + bj + ck


Example 2:     1   0      0   1      0   0      0   0    span  M22

                       0   0   ,  0   0   ,   1   0 ,    0   1 

Example 3:  How do you determine if u,v,w span R3 ?

u =(u1,u2,u3)   v =(v1,v2,v3)   w =(w1,w2,w3)    b =(b1,b2,b3)

must be able to find a solution of

k1u+ k2v +k3w = b     or the equations with variable ki's

u1k1 + v1k2 + w1k3 = b1
u2k1 + v2k2 + w2k3 = b2 

u3k1 + v3k2 + w3k3 = b3     or


u1     v1    w1             k3             b1
u2     v2     w2              k3      =     b2 

u3     v3     w3              k3             b3
You must be able to solve this for any vector b.  Our big theorem says that is true if and only if the matrix on the left is invertible.

Not all sets of vectors span V.  For example  {(1,0,0), (0,1,0)} does not span R3 .   But any set of vectors span some vector space.  Such a space is the space spanned  by the set.

Thm: If  v1, v2, . . .  ,vn  are vectors in a vector space V then:


(a)  The set W of linear combinations of   v1, v2, . . .  ,vn  is a subspace  of V.


(b)  W is the smallest subspace of V that contains 

              v1, v2, . . .  ,vn  in the sense that any other one that 

             contain  v1, v2, . . .  ,vn  contains W.

Proof:   (a)  Must show that W is close under addition and scalar multiplication.  If u and v are in W and k is real, then 

u+v is in W and ku is in W.  

u=( aivi    v=( bivi  then  u+v=( aivi+( bivi =( (ai+bi)vi (W
ku =k( aivi = =((kai)vi  (W

(b)   First you show that each of v1, v2, . . .  ,vn are in W by noting   v1 = 1v1 + 0v2 + . . .  + 0vn  (W    
             v2 = 0v1 + 1v2 + . . .  + 0vn  (W    etc.

         If W' is a vector space that contains v1, v2, . . .  ,vn  we must show W(W'.  For any w in W we know w=( kivi.

But each kivi  must be in W' since W' is a vector space. So 

( kivi must also be in W' and thus w is in W'.  Thus W(W'.

Notation:  Span {v1, v2, . . .  ,vn} Span S   Lin(S)
Examples:  Lin  of a single vector in the plane.  2 vectors in 3-space.







