PROPERTIES OF DETERMINANTS

Question:  How does the determinant interact with our algebra of matrices?   scalar multiplication  kA,  addition of matrices A+B,

multiplication of matrices  AB

1.  Scalar Multiplication    Does  det kA = k det A ?

What is  det (3I2) ?   Is it  3 det I2 ?    

     3   0           3   1   0

     0   3                0   1

[No!  9(3]

Is there a formula that does work?  Recall that multiplying one row by a constant multiplies the determinant by that constant.  If A is an nxn matrix it has n rows.  If we multiply the matrix by k then each of the n rows is multiplied by k.  The determinant then is multiplied by k   n times.  That is, the determinant is multiplied by kn.

So if A is an nxn matrix, the  det kA = kn det A.

2.  Addition  A+B    Is det (A+B) = det A + det B?

    Try det (I2 + (-I2)).  Is it det I2 + det (-I2)?   [No]

   There is a special case where the determinant of a particular matrix is the sum of the determinants of two other matrices.  See theorem 2.3.1 on page 96 of your text.  

3.  Matrix Multiplication:   Is  det AB = det A det B?  


YES

Not easy to prove.  We begin by showing it is true if A is an elementary matrix.

Suppose E and B are nxn matrices.  Then  det EB = det E det B.


proof:  Check it for the three types of elementary matrices.

                    [Note:  E switches rows det E = -1

                                E multiplies a row by k(0 the det E = k

                                E adds a multiple of on row by another det E = 1

Fact:  By repeated use of this lemma one can show

     det (E1E2   . . . ErB) = det E1 detE2  . . . det Er det B .

Theorem:  A square matrix A is invertible if and only if det A ( 0.

proof:  Use Gauss Jordan methods to put A in row reduced form R.  One has elementary matrices such that:   R = EkEk-1   . . . E1A

If A is invertible then R is the identity so det R = 1. 

1 = det R = det (EkEk-1   . . . E1A) = det Ek detEk-1  . . . det E1 det A so 

det A ( 0.

Suppose  det A ( 0.  We know 

 det R =  det (EkEk-1   . . . E1A) = det Ek detEk-1  . . . det E1 det A

The determinants of the elementary matrices are not 0 and det A is not 0 so det R ( 0.  There R cannot have a row of zeros so R is the identity.  Therefore A row reduces to the identity and must be invertible.

We now prove  det AB = det A det B.

proof:   Case 1.  A is not invertible.  We had a theorem that told us AB cannot be invertible either.  So det A = 0 and det AB = 0.

        det AB = 0 =0 det B = det A det B


Case 2.  A is invertible.  A = E1E2   . . . Er 

                     det AB = det (E1E2   . . . ErB)

                                 = det E1 detE2  . . . det Er det B





 = (det E1 detE2  . . . det Er
) det B

  





 = det ((E1E2   . . Er-1) Er) det B





 = det (E1E2   . . . Er) det B





 = det A det B

Theorem:  det A-1 = 1/det A

proof.   1 = det I = det (A A-1) = det A det A-1 

           Solve for det A-1 and get 1/det A.

EIGENVALUES AND EIGENVECTORS

Special form of systems of equations. (used in applications)

Ax = (x   where ( is a real number.

example:    Ax = 2x   where  A =    4   -5





                         2   -3


        One solution of this is      5     since    4   -5     5    =   10  






         2                  2   -3     2          4           

Solving     Ax = (x.



 (x - Ax = 0



((I - A)x = 0  homogeneous system.

   For our example


A =    4   -5                 (I - A =   (-4     5

          2   -3                                   -2    (+3  

We want to find values for ( for which this has a non-trivial solution.  These values are called characteristic values or eigenvalues of A.  A vector such that Ax = (x   [or ((I-A)x =0] is called an eigenvector corresponding to (.  

Fact:   ((I-A)x =0 has a non-trivial solution if and only if 

          det ((I-A) = 0.     det ((I-A) = 0  is called the characteristic equation of A.  


     (-4     5         =   ((-4)((+3)-(5)(-2)  =  (2 -( -12 +10

      -2    (+3       =   (2 -( -2  = ((-2)((+1)

so the eigenvalues are ( = 2  and ( = -1.

Substituting ( = 2 into the homogeneous system


   -2   5     x1       =    0

   -2   5     x2           0

  -2   5    0

  -2   5    0

This reduces to 

   1  -5/2    0  

   0    0      0

  x1 = 5/2 t

  x2  = t

  x1     =    5/2 t    =  t   5/2           This is an eigenvector corresponding 

  x2                  t                   1              the eigenvalue 2.

   5     is also an eigenvector corresponding to 2.

   2

We repeat the process for ( = -1.


  -5   5   0

  -2   2   0

reduces to 


  1   -1   0

  0    0   0

x1 = t

x2  = t


    1     is an eigenvector corresponding to ( = -1.

    1                           

------------------------------------------

We can add det A ( 0 to the theorem that lists properties equivalent to "A is invertible."







