EVALUATING DETERMINANTS

Since there n! elementary products for an nxn matrix, we need a more efficient way then the definition to calculate Det A.

If row reduction did not change the determinant we could just row reduce to simplify the problem as we did with solving equations.  However, this is not the case.  All invertible matrices row reduce to the identity, but not all of them have determinant equal to 1 as the identity.   


  1  0     det =1         2  0    det = 2

  0  1  |                      0  1   

We do used row reduction, but we have to keep track of how we are changing the value of the determinant as we go along.

We need the following theorems first.

Theorem:  If A is a square matrix that contains a row of 0's , then 

                 det A = 0.  


Proof.  Observe that every elementary product has one entry from the row of zero's so every elementary product is 0.

Theorem:  If A is an nxn triangular matrix the det A is the product of the terms on the main diagonal.

proof:  (lower triangular case)  



a11    a12    a13 


0      a22    a23          aij = 0   for i>j

0     0      a33
If you have an elementary product that is not 0 then the entry from the first column must be a11.  Cross out first column and first row (since they already have an entry from them) and then note that if the elementary product is not 0 the choice from the second column must be a22.  Repeat until you get to ann.  A similar proof works for a lower triangular matrix.


2  0  0  0

1  2  0  0      Det = (2)(2)(-1)(6) = -24

5  1 -1  0

6  2  3  6

What about elementary row operations and the determinant?

Theorem:  Let A be an nxn matrix.

   1) If A' is A with one row multiplied by k then det A' = k det A.

   2) If A' is A with two row interchanged then det A' = -det A

   3) If A' is A with a multiple of one row added to another row

        then  det A' = det A

You will check these for 3x3 matrices in the homework.  

1) is not hard to see.  Suppose the ith row is multiplied by k.  Since each elementary product on exactly one entry from this row, each elementary product of have one factor of k that can be factored out, leaving the elementary products used to get the original determinant.

a   b       det = ad-bc          a    b         det =  akd - bkc = k(ad-bc)

c   d                                  kc  kd

For 2) switching rows leaves the same elementary products, but the number of inversions in the permutation associated with each elementary product goes from odd to even or even to odd.  All values that had been added are subtracted and vice versa, changing the sign on the determinant.

a   b                       c   d                det = cb - da = -(ad-bc)

c   d                       a   b

For 3) we find extra terms are added but they cancel out and there is no change.  

a   b                a+kc   b+kd       det   = (a+kc)d -(b+kd)c 

c   d                  c         d                   =  ad +kcd -bc-kdc = ad-bc

This leads to another way to calculation determinants


 0    1    2              1    0    3                1    0    3               1    0    3

 2    4    5    =   -   2    4    5      =   -    0    4   -1    =  -4   0    1  -1/4

 1    0    3              0    1    2                0    1    2               0    1    2


               1    0    3

=    -4     0    1   -1/4       =  (-4)(1)(1)(9/4) = -9.  (Check it.)

               0    0   9/4

Check with shortcut method

0    1    2    0    1

2    4    5    2    4           

1    0    3    1    0

Corollary:  If two rows of a square matrix A are multiples of each other the det A = 0.  

pf.  get a row of zeros without change the determinant.

KEY FACT:  [later]  Det A(0  if and only if  A is invertible.







