Further Results on Systems of Equations and Invertibility

Recall I mentioned earlier that a system of linear equations has no solutions, one solution, or infinitely many solutions.  How do we show this?   

How do you show a set is infinite?  One way is to show that the set is described in a way that gets a different element of the set for each value of a parameter in the description.  For example, the following

set is infinite:   { 3+5k | k is a real number }.    

Theorem:  Every system of linear equations has no solutions, one solution, or infinitely many solutions.

Proof:

Suppose  Ax = b  is a system of equations. [Recall this is another way to represent the general system of equations.]
It is sufficient to show that if  Ax = b  has two distinct solutions, then it must have infinitely many solutions.

Suppose  x1  and  x2  are solutions  and  x1 (  x2 .

A(x1) = b      and     A(x2) = b

Let   x0  =  x1 -  x2  ( 0

A(x0) = A(x1 - x2) =  A(x1) - A(x2) = b - b = 0

Claim:   Every vector in the form  x1 + k x0  is a solution to Ax = b.

              A(x1 + kx0) = Ax1 + A(kx0) = b + kAx0 = b + k0 = b

{x1 + kx0 | k is a real number} is an infinite set of solutions to Ax =b

Question:  Given a matrix A, for what values of b can we find a solution to  Ax = b.

Partial answer.

Theorem:  If A is an invertible  nxn matrix, then for each nx1 matrix b, the system Ax = b  has exactly one solution,  x = A-1b.

Proof:     A-1b  is a solution since     A(A-1b) = (A A-1 )b = Ib = b

   If y is any "other" solution then 

        Ay = b

   A-1(Ay) = A-1b

     (A-1A)y = A-1b

        Iy = A-1b


y = A-1b   so y is the solution we already have.

This theorem can be used to solve systems of equations with the same coefficients and different constants.

2x1          + x3  = b1  

2x1  + x2  -  x3  = b2  

3 x1 + x2  -  x3  = b3  


                   2   0   1

    A  =        2   1  -1

                   3   1  -1


                     0   -1    1

      A-1 =       1    5   -4

                     1    2   -2

       1 

b =  2

       3

Solution for this b is  A-1b

  0   -1    1        1              1

  1    5   -4        2      =     -1

  1    2   -2        3             -1

Put in a different b and get solution for those constants.

Applications to codes and business.

Note:  If you had just a few to solve you could augment the coefficient matrix with each b as column.

Theorem:   If  A and B are nxn matrices then:



a)  If  BA = I  then  B = A-1 



b)  If  AB = I  then
B = A-1
  Proof of a)

If we knew  A-1  existed then 

     (BA)A-1 = IA-1
     B(AA-1) =  A-1
           BI    = A-1
             B = A-1
How we show A is invertible?

By "theorem"  A is invertible iff  Ax = 0 has only the trivial solution

Suppose Ax = 0.  

x = Ix = (BA)x = B(Ax) = B(0) = 0   [so x solution implies x=0]

We can extend our big theorem.

Theorem:  If A is and nxn matrix then the following are equivalent:


a)  A is invertible.


b)  Ax = 0 has only the trivial solution.


c)  A is row equivalent to the identity.


d)  A is expressible as a product of elementary matrices.


e)  Ax = b is consistent for all nx1 matrices b.


f)  Ax = b  has exactly one solution for all nx1 matrices b.



Proof:  [ a(f     f(e      e(a]

a(f      done earlier

f(e     obvious


 e(a           Ax  =   1      solves  call it  x1
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0          Explain in class

Theorem:   A, B nxn matrices and AB invertible.  Then A and B are invertible.   

Proof.   If Bx = 0 then  ABx  = 0.  Since AB is invertible it must have only the trivial solution so x = 0.  So Bx = 0 has only the trivial solution and B is invertible.

A = AI = A(BB-1) = (AB)B-1   the product of two invertible matrices so it is invertible. 

Recall the question we raised: "for what b is Ax = b consistent?"

If A is square and invertible, then we know that there is a unique solution for all b's.

What if A is not square or square but not invertible?

How do we answer it?     Gauss-Jordan Reduction

  x1  +2x2  + x3  = b1
           x2  +  x3  = b2  

  x1 + 4x2  + 3x3 = b3  

The augment matrix for this system row reduces to

   1   2    1    b1
     0   1    1    b2 

   0    0   0     b3 - b1 -2b2 

  So to be consistent  we must have   b3 - b1 -2b2  =  0.

  Or,     b3 =  b1 + 2b2

   for example     
1


1





1       or        
2





3


5







