Elementary Matrices and Finding A-1
2x2 case A has an inverse if ad-bc(0 and there is a formula.

3x3 case has a formula but much more complicated

We use a process to find  A-1  in general.

Description of the method.  [Uses Gauss-Jordan reduction]

Use the augmented matrix  (A | I).     Reduce the A side to I if possible.  If you can the you get  ( I | A-1).

Example:    2   0   1

                   2   1  -1

                   3   1  -1

2   0   1       1   0   0

2   1  -1       0   1   0

3   1  -1       0   0   1

1   0  1/2     1/2  0   0

2   1  -1         0    1   0

3   1  -1         0    0   1

1   0  1/2     1/2  0    0

0   1  -2        -1   1    0

3   1  -1         0   0    1

1   0  1/2      1/2  0    0

0   1  -2        -1   1    0

0   0  -1/2      0   0    1

1   0  1/2      1/2  0   0

0   1  -2        -1   1    0

0   0   1         1   2   -2

1   0  1/2      1/2  0   0

0   1   0         1    5   -4

0   0   1         1   2   -2

1   0   0         0   -1   1

0   1   0         1    5   -4

0   0   1         1   2   -2

                     0   -1    1

      A-1 =       1    5   -4

                     1    2   -2

[If A does not reduce to I you get a row of 0's and A is not invert.] 

Elementary Matrices  [used to show this technique works]

Def.  An nxn matrix is called on elementary matrix if it can be obtained from In with one elementary row operation.   

0   1   0

1   0   0

1   0   4

1   0   0   

0   2   0

0   1   0

0   0   1

0   0   1

0   0   1

Theorem:   Let E be an mxm elementary matrix and A an mxn matrix.  The product EA is just A with the elementary row operation used to get E applied to it.

1   0   4       2   1                6   5

0   1   0      -1  4                -1   4 

0   0   1       1   1                 1   1

Fact:   Every elementary matrix is invertible and its inverse is also an elementary matrix.

0   1   0
  0  1   0     
1   0   0
  1   0   0
        1   0   4      1   0  -4

1   0   0   
  1  0   0

0   2   0
  0  1/2 0 
        0   1   0      0   1   0

0   0   1
  0  0   1

0   0   1
  0   0   1          0   0   1      0   0   1

Def.  B is row equivalent to A if B can be obtained by a finite number of row operations on A.  


B = EkEk-1Ek-2  . . . E1A

Theorom:  If A is and nxn matrix then the following are equivalent:


a)  A is invertible.


b)  Ax = 0 has only the trivial solution.


c)  A is row equivalent to the identity.


d)  A is expressible as a product of elementary matrices.

Proof:  [ a(b(c(d(a]

a(b      Suppose A-1 exists.  If Ax0=0 then  A-1(Ax0) = 

            (A-1A)x0 = 0     Ix0 = 0   x0 = 0

b(c     Ax = 0 has only the trivial solution.

             The augmented matrix for this system is

    a11    a12    a13     ...         a1n   0

    a21    a22    a23     ...         a2n   0

    am1    am2    am3     ...       amn   0
must reduce to 

1   0   0   . .  .  0    0

0   1   0   . .  .  0    0

.

0   0   0   . . .   1    0

So A row reduces the I or A is row equivalent to I.

c(d  Assume A is row equivalent to the identity.  

         EkEk-1Ek-2  . . . E1A = I

                                                 multiply left and right by  Ek-1

         Ek-1Ek-2  . . . E1A = Ek-1
                                                  multiply on left by  (Ek-1)-1   

         Ek-2  . . . E1A = (Ek-1)-1Ek-1
Repeat to  get    A = E1-1 . . . Ek-1  all elementary matrices.

d(a   If A is a product of elementary matrices the A is a product of invertible matrices so A is invertible.







