INVERSES; Rules of Matrix Arithmetic

See list of rules on page 38.  

(Commutative, associative,  distributive  etc.)

How are they proved?  

[A + B]ij  = [A]ij ± [B]ij = aij + bij =  bij + aij =  [B]ij + [A]ij =[B + A]ij
Some quite complicated.  A(BC) = (AB)C    (uses (()

Some missing rules!

AB=BA    not always defined, but may not be true if defined and same size.


  1   1        0   1             1   2

  0   1        1   1             1   1

  0   1        1   1             0   1
  1   1        0   1             1   2
AB = AC  does not implies  B = C

(try the following example)

  1   0        0   0             1   0        0   0

  0   0        1   0             0   0         0   0

Discuss Zero Matrices   additive identities   Omn


  1            0                   1   

  2     +     0                   2   


  1   2          0   0           1   2

  3   4    +    0   0           3   4
Many sizes of zero matrices.   Omn

When are the following true?

A+O = O+A = O

A-A = O

O-A = -A

AO = OA =O

Discuss Multiplicative Identities     In


  1   0        a   b   c         a   b   c

  0   1        d   e   f         d   e    f


  a  b  c      1  0  0           a   b   c

  d  e  f       0  1  0          d   e    f

                  0  0  1
Many identity matrices.
If A is mxn then    AIn = A     and     ImA= A

---------------------------------------

Square matrices  and  inverses

Theorem:  If R is a row reduced nxn matrix the R has a row of zeros or R = In .  [see page p. 42]

Definition:  If A is a square matrix and there is a matrix B of the same size such that AB = BA = I,  then A is called invertible and B is called an inverse of A.

Example:


  2   1        2   -1           2  -1          2   1               1   0

  3   2       -3   2            -3   2         3    2              0    1

Not all matrices have inverses.


  1   0        a   b             a   0
  0   0        c   d             0   0
Properties of Inverses

1.  They are unique.  If  B  and  C  satisfy the condition for being and inverse of A then B = C.

pf:  Suppose  AB = BA = I    and  AC = CA = I.

   B = BI = B(AC) = (BA)C = IC = C  

If A has inverse, and since it must be unique, we call it A-1
------------------------------------

2x2 Formula  
 
              a    b
A  =       c    d 

A -1    =  1/(ad-bc)     d   -b
                                -c   a
-------------------------------------------

Theorem:  Suppose A and B are nxn invertible matrices.

a)   AB is invertible

b)   (AB)-1 = B-1A-1   

(AB)( B-1A-1) = A((B)( B-1A-1)) = A((BB-1)A-1) = A(IA-1) = AA-1 = I

 ( B-1A-1)(AB) =  ?

Generalizes to products of more than two matrices.

Powers of square matrices.

 
A0  is defined to be I


An  is  AA ... A      A multiplied times itself n times


If A is invertible then  A-n = (A-1)n

             Ar As = Ar+s
Theorem:  Suppose A is invertible.

a)  A-1 is invertible and     (A-1 )-1  = A

b)  An  is invertible and  (An)-1  = (A-1)n  for non-negative integers n

c)  If k is a scalar and k(0, then kA is invertible and  (kA)-1 = 1/k A-1 

Proofs:

Polynomials in Matrices

p(x)  =  a0 + a1x + a2 x2+ . . .  + an xn
p(A) =  a0I + a1A + a2 A2+ . . .  + an An   (explain the I)

e.g.   p(x) =  5x2 + 3x + 7

        p(A) =  5A2 + 3A + 7I

Properties of Transpose

Theorem.

a)   (AT)T = A

b)   (A+B) T  =  A T + B T 

c)   (kA) T = kA T 

d)   (AB) T = BT A T     generalizes to more terms

Theorem:   If A is invertible  then  (A T ) -1  =  (A -1 )T

  Proof:  We must show that the inverse of A T is (A -1 )T .
That is, that  A T (A -1 )T =  (A -1)T   A T  = I
A A -1  =  I
(AA -1) T  = I T = I
(A -1 )T A T= I
Try the other one.






