CLASS 23   11/25/03   

GO OVER OLD HOMEWORK

NEW HOMEWORK  
p. 342   6.54  (cutoffs and significance)

p. 345   6.55,6.56  (practical significance )

p. 346  6.57  (data concerns)

p. 347  6.58  (multiple analyses)

SECT 6.3 MAKING SENSE OF STATISTICAL SIGNIFICANCE

1. How small a P value is convincing? 

     factors:   How plausible is H0?  Who do you have to convince?

                    What are the consequences of rejecting H0?  
                      (costly or serious then need more evidence)

        THERE IS NO ONE ANSWER!!!

2.  Statistical significance does not mean practical significance.

Suppose a company runs a test and determines that the mean SAT’s scores for students who take its prep course are higher than that of the mean of all students who take the test, and the significance of the  test is .01. When you read the fine print you find that the mean for all students was 502 and the mean for those who had the course was 507.  Would you pay the $850 for the course?
Also, there are tests to determine if  r (correlation coefficient) is not zero.  Suppose we found r=.1 and ran a test and concluded that r is not zero.  But recall that if r=.1 only .1 squared or 1% of the variation would be explained by the straight line relationship.  This is not very helpful.
3.  Statistical significance depends on SRS and the rules of probability that result.  (e.g.  Central Limit Theorem)
    Be careful.

4.  Beware of multiple analysis.  If you test many variables for significance you will likely find some that may not be.  

Example: You are looking for what make a successful student at Wells.  You analyze 100 characteristics and find 4 of them significant at a .05 level.  Are they really significant?  

Suppose you repeated a .05 significance test 100 times in a situation where the null hypothesis was true, how many times out of the 100 would you expect to get significant results and reject the null hypothesis.  [ans. 5]

We got 4 significant above so it is not so unusual even if none of the 100 characteristics were significant.  You should  run more tests on these 4 find out if they really are significant.

[Analogy:  If you asked one person to predict the next card dealt, you would be amazed if they guessed it.  (1/52 or .019 probability)

If you asked a 100 people to guess, would you be surprised if one of them guessed it. (actually .86 probability)
TYPE I and TYPE II errors.

Type I error is rejecting a true null hypothesis.

Type II is failing to rejection a false null hypothesis.
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-----CLASS ENDED HERE-----
NEXT CHAPTER

INFERENCES FOR THE MEAN OF A POPULATION

GOAL:  To construct confidence intervals and do tests of significance in situations more general and more realistic than those in the last chapter.

Recall that we assumed that somehow we knew the population standard deviation or the sample sizes were so large that that the sample standard deviation could be used.   

ASSUMPTIONS for our new test:

1.  SRS of sample of size n from a population(as usual)

2.  Population is normally distributed (or approximately so)

     (symmetric, single peak works except when n quite small)

3. ( and (  are unknown.

Since we don't know standard deviation ( of the population we cannot use the formula (/(n  for the standard deviation of the sampling distribution of sample means (xbar).   We estimate this standard deviation with s/(n.  Ths is called the sample error of the sample mean xbar.
Recall when we know ( we use the standard normal statistic

z = (eq \o(X,\s\up8(())-()/(/sqrt n

When we replace (/( n   with  s/(n  the distribution is not longer normal.  It has a different distribution call a t distribution.

t =  (eq \o(X,\s\up8(())-()/s/(n   is called a one-sample t statistic with n-1 degrees of freedom

It gives a measure of how far eq \o(X,\s\up8(()) is from ( in standard deviation units

recall when calculation s earlier we divided by n-1 and we used the term degrees of freedom then.  It what is required to make the statistical analysis work and to get unbiased estimators of population parameters.

A t distribution with k degrees of freedom is called t(k) for short.

(   n=10   df =9     get  t(9)  )
Show overhead of different t distributions.  

Similar in shape to standard normal

   They have more probability in the tails than the standard normal 

    true since estimating (
    As k gets large t(k) approaches the standard normal

Teach the use the table C

df=10  Find t*  so that the probability to the right of t* is .1    1.372

          for .04    between  1.812     2.228

Teach how to do confidence intervals and significance tests

use table C  to get t* values  95%   n=16    eq \o(X,\s\up8(()) = 100    s=8

                     df=15     t*=2.131      100+- 2.131(8/(16)

Significance TEST   Calculate the t statistic       

      (=50   (>50    sample 25   eq \o(X,\s\up8(()) =52    s=4   test it

       got 2.5   between .01 and .005  

                 what if it were a 2 tailed test?             
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