CLASS 20   11/11/03     DRAFT
EXAM NEXT CLASS

GO OVER OLD HOMEWORK

NEW HOMEWORK

p. 316        6.16   
p. 311-12   6.10, 6.11, 6.12   (sample size)

p. 323  6.25, 6.26  (significance tests intro)

p. 325  6.27,6.28,6.29,6.30   (stating hypotheses)

Recall we discussed confidence intervals in the last class.

We made the assumptions that the population we were sampling from was normal with a known standard deviation (.  In practice we may not know ( and/or our population may not be normal.  

However for large sample sizes:
1.  The sampling distribution is approximately normal

2.   The sample standard deviation is a good approximation for ( and can be used for it in the confidence interval formula.

[image: image10.jpg]STATISTICAL SIGNIFICANCE

If the P-value is as small or smaller than o, we say that the data are
statistically significant at level c.





CHOOSING A SAMPLE SIZE

Suppose you are designing a study and you want to estimate the population mean with a certain margin of error with a given confidence level.   What sample will guarantee these results?
We know C which means we can find the corresponding z*.  Since we know that the margin of error is  z*(/(n  we can solve for n.
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Example:  Suppose we have a variable whose standard deviation  is 1.3 and we want to find a 90% confidence interval for it with a margin of error less than .2

Using table C we find that z* for a 90% confidence interval is 1.645.  Therefore

        n =  [(1.645)(1.3)/.2]2   =  114.3 

        so we can use n = 115
6.2  TESTS OF SIGNIFICANCE

We have been estimating parameter ( from eq \o(X,\s\up8(()) bar using interval estimation.

Another type of statistical inference--Tests of Significance
(often called  a Hypothesis Test)

Do we accept something as true or reject it?  For example --claim by a manufacturer about how little pollutant they put into the lake, a specific theory of a social scientist, alcohol content of a brand of beer.

Example:   Company claims that their light bulbs last 1000 hours.  We want to test this claim

Test 100 bulbs,  eq \o(X,\s\up8(()) = 945    s = 200  (or ( = 200  from experience)

If the company were correct what is the likelihood that this could have happened.     [DRAW PICTURE]

Z = (eq \o(X,\s\up8(()) -()/(/(n    =   (945-1000)/200/(100  = -65/20  = -3.25       
P(X ( 945) = P(Z ( -3.25) = .0006  (from the Standard Normal Table)
This is very unlikely!!!
What if eq \o(X,\s\up8(()) had come out 990 instead of 945.   Z= -10/20 = .5       and the probability would be .3085.  This is much  more likely.
We want to formalize this to make process, set up in advance, that will determine a decision .

Terminology
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Light bulb example:

Null Hypothesis H0: (=1000   
Alternative Hypothesis Ha: (< 1000 
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Light bulb example  P-value was  .0006.  

            [second time it was .3085] 

Note--  The smaller the P-value the stronger the evidence against H0.   Large P-values fail to give evidence against H0.

KEY-  tests are meaningful (statistically significant) when we can reject the null hypothesis 

if we can't we must reserve judgement  
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STATING HYPOTHESES

Depends on the situation---

one-tailed tests     Ho: ( = 1000          Ha:  (<1000  (or could be >)

two-tailed test       Ho: ( = 1000         Ha  ((1000

examples:   light bulbs,  alcohol 80 proof,  tar in  cigarettes ,

                    machine makes pants length is 26"

[image: image1][image: image6.jpg]SAMPLE SIZE FOR DESIRED MARGIN OF ERROR

The confidence interval for the mean of a Normal population will have a
specified margin of error m when the sample size is

Fo\
n =




[image: image7.jpg]CONFIDENCE INTERVAL FOR THE MEAN OF A
NORMAL POPULATION

Draw an SRS of size n from a Normal population having unknown mean
w and known standard deviation o. A level C confidence interval for j is

o
X 3t —

/n

The critical value z* is illustrated in Figure 13.5 and found in Table C.




[image: image8.jpg]NULL HYPOTHESIS Ho
The statement being tested in a statistical test is called the null

hypothesis. The test is designed to assess the strength of the evidence
against the null hypothesis. Usually the null hypothesis is a statement of

“no effect” or “no difference.”
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The probability, computed assuming that Hy is true, that the test statistic

would take a value as extreme or more extreme than that actually
observed is called the P-value of the test. The smaller the P-value, the
stronger the evidence against Hy provided by the data.




