CLASS 17   10/30/03      

QUIZ AT END OF CLASS

GO OVER OLD HOMEWORK 
NEW HOMEWORK

p. 231  4.24   p. 249  4.51a  (normal probabilities)

p. 238  4.39  (law of large numbers)

p. 241  4.40 a, b (do 3 times in b)   (sampling distribution)
p. 243  4.41   p. 249  4.50    (mean and sd of sampling distribution)

p. 249 4.51   p. 247  4.44  (sampling distribution, central limit thm)

p. 250  4.53    p. 2.43  4.42

p. 249ff    4.48   4.52    4.54   

SAMPLING DISTRIBUTIONS

Recall we said that we generally don’t know the parameter of a population so we use the statistic of a sample to estimate it.

e.g.   eq \o(X,\s\up8(()) and (.

What make us confident doing this is reasonable?
Law of Large Numbers  (Fact that can be shown)


Draw observations at random from any population with finite mean (.  As the number of observations drawn increases, the mean eq \o(X,\s\up8(()) of the observed values gets closer and closer to the mean ( of the population. 

Recall we learned that for probability sample increasing sample size yields better results.

Recall the picture describing the proportion of  heads as we increased the number of tosses.  (It approaches .5 as number of tosses increased).  

Given a sample from a population show how we could average  up the first of them as follows  [Sample     12, 14, 7, 9, 8, 10,  … ]
12                             mean = 12
12,14                        mean = 13

12, 14, 7                   mean = 11

12, 14, 7, 9               mean = 10.5     

etc.

The following picture illustrates the law of large numbers for a population with mean 25.

[image: image14.jpg]



SAMPLING DISTRIBUTIONS  

Suppose you decide on a sample size of n=10.  How good an estimate is eq \o(X,\s\up8(()) for your sample of this size.   To better understand this we look at how the sample means of samples of size 10 from a population with a normal distribution with a known mean (.


take a large number of sample of size 10 


compute eq \o(X,\s\up8(()) for each sample


Make a histogram of the eq \o(X,\s\up8(()) ‘s

examine the distribution of the eq \o(X,\s\up8(())’s
What do we discover with this experiement:


[image: image2]
Shape----it looks normal

Center    the mean is near (.

spread    the spread is much less than original population

[this is called the sampling distribution of the statistic eq \o(X,\s\up8(()).]

The sampling distribution of a statistic is the distribution of the values taken on by the statistic in all possible samples of the same size from the same population.


[image: image3]
      eq \o(X,\s\up8(()) having mean ( (it is called an unbiased estimator)

              (no tendency to over or underestimate)

      (/(n    (Averages are less variable than individuals)

           Since the square root of n grows as n grows we get less  

           variation for larger n.
More facts:   

What does the sampling distribution look like?

If you start with population that has a normal distribution with mean ( and standard deviation ( then the sample mean eq \o(X,\s\up8(()) of n independent observations also has a normal distribution.  Its mean is also mu and its standard deviation is sigma/sq of n.

NOTATION  N((,(/(n)


[image: image4] 
We can use this to make inferences since we know so much about the normal distribution!!


[image: image5]

Problem--- when we try to find out about a population, we do not know it has a normal distribution so we can’t apply fact above.

CENTRAL LIMIT THEOREM

Draw a SRS of size n from any population with mean ( and standard deviation (.  When n is large, the sampling distribution of the sample mean eq \o(X,\s\up8(()) is approximately normal, and this normal distribution has mean eq \o(X,\s\up8(()) and standard deviation equal to (/(n .


[image: image6]
The following are 
a)  actual distribution (one observation

b) sampling distribution using sample size 2
c) sampling distribution using sample size 10

d) sampling distribution using sample size 25
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Why is so important
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[image: image9.jpg]The distribution of all
the x's is close to Normal.

Take many SRSs and collect
their means Xx.

SRS size 10 _

—x=26.42

SRS size 10

—>X=24.28

SRS size 10

—*Xx=2522

Population,
mean u =25



[image: image10.jpg]MEAN AND STANDARD DEVIATION OF A SAMPLE MEAN?

Suppose that X is the mean of an SRS of size n drawn from a large

population with mean p and standard deviation o. Then the mean of
the sampling distribution of X is ;¢ and its standard deviation is o /\/n.




[image: image11.jpg]SAMPLING DISTRIBUTION OF A SAMPLE MEAN

If individual observations have the N(u, o) distribution, then the

sample mean X of n independent observations has the N(u, o /i/n)
distribution.




[image: image12.jpg]The distribution of Means X of 10 subjects

sample means is —~ /

less spread out.



[image: image13.jpg]CENTRAL LIMIT THEOREM

Draw an SRS of size n from any population with mean p and finite
standard deviation o. When n is large, the sampling distribution of the
sample mean X is approximately Normal:

X is approximately N (/L,




