CLASS 16   10/28/03      

QUIZ NEXT CLASS  [covers 2.3, 2.4, 3.1, 3.2]

GO OVER OLD QUIZ
GO OVER OLD HOMEWORK 
NEW HOMEWORK

p. 231   4.25   p. 235  4.35  (finite sample space)

p. 229  4.22, 4.23   p. 236  4.37  (intervals of outcome) 
The follow were not assigned yet

p. 231  4.24   p. 249  4.51a  (normal probabilities)
p. 238  4.39  (law of large numbers)
p. 241  4.40 a, b (do 3 times in b)   (sampling distribution)
p. 243  4.41   p. 249  4.50    (mean and sd of sampling distribution)

Discussed definition and general rules of probability last class
Probabilities in a Finite Sample Space

Assign a probability to each individual outcome.  The sum of these numbers must be 1.  The probability of any event is the sum of the probabilities of the outcomes that make up the event.

throw two fair dice .   event---any time a six comes up   prob is ?  

random digits    1/10   prob of an odd?  prob of <3?

loaded dice         1      2      3      4      5        6

                           .3     .2     .2     .1     .1        .1

                    prob of getting > 3 is ?  (how about for a fair die?)

Assigning Probabilities--  Intervals of Outcomes

Computers or tables can generate random number between 0 and 1

What is the prob of getting .7   0 probability

How about  .2<= Y <=.5     Draw rectangle

Use the other rules in this case.  (not between .2 and .5)  etc.

These are techniques we used earlier to find percentages using the standard normal distribution table.

Normal probability distributions

The density curves we discussed earlier give us a way to assign probabilities.   The area is the probability.  This works since the total area under the curve is 1, which fits our model for probability.

Specifically, all the problems we solved with the Normal Distribution can be rephrase using probability rather than proportion.  

e.g.   An exam is given to a population of students and it has mean 500 and standard deviation 100.   What is the probability that a randomly selected student will have a grade between 400 and 630.

A random variable  is a variable whose value is a numerical outcome of a random experiment.

The probability distribution of a random variable X tells us the values X can take and how to assign probabilities to those values.

Random variable can have finite (eg. dice, coin) or continuous (density curves) distributions.
***STOPPED HERE

SAMPLING DISTRIBUTIONS

Recall we said that we generally don’t know the parameter of a population so we use the statistic of a sample to estimate it.

e.g.   eq \o(X,\s\up8(()) and (.

What make us confident doing this is reasonable?
Law of Large Numbers  (Fact that can be shown)


Draw observations at random from any population with finite mean (.  As the number of observations drawn increases, the mean eq \o(X,\s\up8(()) of the observed values gets closer and closer to the mean ( of the population. 

Recall we learned that for probability sample increasing sample size yields better results.

Recall the picture describing the proportion of  heads as we increased the number of tosses.  (It approaches .5 as number of tosses increased).  

Given a sample from a population show how we could average  up the first of them as follows  [Sample     12, 14, 7, 9, 8, 10,  … ]
12                             mean = 12
12,14                        mean = 13

12, 14, 7                   mean = 11

12, 14, 7, 9               mean = 10.5     

etc.

The following picture illustrates the law of large numbers for a population with mean 25.

[image: image4.jpg]The distribution of all
the x's is close to Normal.
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SAMPLING DISTRIBUTIONS  

Suppose you decide on a sample size of n=10.  How good an estimate is eq \o(X,\s\up8(()) for your sample of this size.   To better understand this we look at how the sample means of samples of size 10 from a population with a normal distribution with a known mean (.


take a large number of sample of size 10 


compute eq \o(X,\s\up8(()) for each sample


Make a histogram of the eq \o(X,\s\up8(()) ‘s

examine the distribution of the eq \o(X,\s\up8(())’s
What do we discover with this experiement:


[image: image2]
Shape----it looks normal

Center    the mean is near (.

spread    the spread is much less than original population

[this is called the sampling distribution of the statistic eq \o(X,\s\up8(()).]

The sampling distribution of a statistic is the distribution of the values taken on by the statistic in all possible samples of the same size from the same population.

MEAN and STANDARD DEVIATION  of sampling distribution of eq \o(X,\s\up8(())
Its mean is (   and its    standard deviation  is (/(n
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