CLASS 15   10/23/03      

GO OVER OLD HOMEWORK

Discuss Statistical Significance
More examples of experiments if necessary
NEW HOMEWORK

p. 215  4.1, 4.2, 4.3 (parameters and statistics)
p. 218 4.6  (random digits)

p. 219  4.9, 4.10, 4.12 (probability)
p. 221  4.14 (sample space)
p.224-5   4.16, 4.17, 4.18 (probability rules)
p. 226   4.19  4.21 (probability rules)

p. 232   4.31, 4.32 (probability rules)

NOT ASSIGNED YET
p. 231   4.25   p. 235  4.35  (finite sample space)
p. 229  4.22, 4.23   p. 236  4.37  (intervals of outcome) 
CHAPTER 4  PROBABILITY & SAMPLING DISTRIBUTIONS

Key question at the heart of statistical reasoning:  How often would this method give a correct answer if I used it many times?  The answer relies on the laws of probability.  In this chapter we discuss these laws, without getting too deeply into the mathematics of probability.  [We will skip Chapter 5.]

Suppose you have a statement like the following:
Students’ course loads average 15 credit hours with a standard deviation of 2.5 hours.  Is this an estimate?  One needs to know

who “students” refer to  and how was the information gotten.  

[sample or whole population]
Parameters – Statistics

A parameter is a number that describes the population.  Usually it is unknown since we cannot, or have not examined the entire population.

A statistic is a number that is computed from sample data without making use of any unknown parameters.  A statistic is often used to estimate an unknown parameter.  

Examples:    The sample mean  eq \o(X,\s\up8(())  is used to estimate the population parameter µ.   The sample standard deviation s is often used to estimate (.
Problem:  You will likely get different eq \o(X,\s\up8(())’s for different samples.  

                 This is called sample variability.  [this would seem to 

                 doom sampling as a good way to get accurate results]
However:  Although chance behavior is unpredictable in the short run, it has a regular and predictable pattern in the long run.
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A phenomenon is random if individual outcomes are uncertain but there is nevertheless a regular distribution of outcomes in a large number of repetitions.
The probability of any outcome of a random phenomenon is the portion of time the outcome would occur in a very long series of repetitions.  (e.g.  head,  2 on a die) (often we look at an idealized view of the experiment)

Simulation random behavior needs independent trials.  Recall independence on a Random Number Table means knowledge of one part of the table tells you nothing about another part of the table.  Independent trials do not affect each other. [which are independent trials--- flipping coin, room draw,  
Section 4.2   Probability Models

Sample Space of a random phenomenon is the set of all possible outcomes.

An event is any outcome or set of outcomes of a random phenomenon.  It is a subset of the sample space.

A probability model is a mathematical description of a random phenomenon consisting of two parts:  a sample space and a way of assigning probabilities to events.

flip coin,  choose 2 people from the class randomly

2 dice example  Sample Space 2-12    or 36 outcomes

RULES OF PROBABILITY


0<=P(A) <= 1       0 means never    1 means always

         P(S) = 1         Some outcome occurs on any trial so prob =1

         P(A does not occur) = 1-P(A)      (must add to 1

       If A and B disjoint (no occurrences in common)  then
                                 P(A or B occurs) = P(A) + P(B)

 Example:  In a group of students  23% ’01  34% ’02  20% ’03  and the rest ’04      What percent is ’04?
If student is randomly selected  what is the probability that she is

1. ’02    2.  01  or 03   3.  04    4. not an 03    5. 01 or 02 or 03 or 04

CLASS ENDED HERE
Probabilities in a Finite Sample Space

Assign a probability to each individual outcome.  The sum of these numbers must be 1.  The probability of any event is the sum of the probabilities of the outcomes that make up the event.

throw two fair dice .   event---any time a six comes up   prob is ?  

random digits    1/10   prob of an odd?  prob of <3?
loaded dice         1      2      3      4      5        6

                           .3     .2     .2     .1     .1        .1

                    prob of getting > 3 is ?  (how about for a fair die?)

Assigning Probabilities--  Intervals of Outcomes

Computers  or tables can generate random number between 0 and 1

What is the prob of getting .7   0 probability

How about  .2<= Y <=.5     Draw rectangle

Use the other rules in this case.  (not between .2 and .5)  etc.
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