CLASS 11   10/7/03     DRAFT 

GO OVER EXAM

GO OVER HOMEWORK
NEW HOMEWORK (if all material is covered)
p. 116 2.35  (use spss to both scatterplot and line--  EX02-35)
p. 122  2.36,2.37  residuals

p. 128  2.47,2.51 reasoning about regression)

p. 131 2.53  extrapolation
p. 132 2.54,   p.138 2.63  using averaged data
p. 133 2.55,2.56    lurking variables
p. 138 2.57, 2.64  correlation and causation
Briefly---recall best-fit straight line idea

LEAST-SQUARES REGRESSION

KEY FACTS about regression
1. Unlike correlation there is a very significant distinction between the explanatory and response variables.  (since measure error only in y direction---get a different line)

2.  b = r (sy/sx)   change in 1 standard deviation  in x corresponds to a change in r standard deviations in y.  
           Why?   We know  y  =  a + bx = a + r (sy/sx) x

  If we add sx  to x  we get    new y = a + b(x+sx) = a + bx + bsx 
                                                       =  old y + bsx  

                                                       = old y + r (sy/sx) sx = old y + rsx   
3.  The regression line  passes through the point (xbar,ybar)
4.  r describes how the strength of the straight line relationship

  r2 is the fraction of the variation in the values of y that is explained by the least square regression of y on x.  r2 is called the coefficient of determination.  [It is the ratio of the explained variation divided by the total variation about the regression line.]
If r = .9 then r2 = .81.  So 81% of the variation is explained by the linear relationship in this case.            
RESIDUALS

A residual is the difference between the observed value of the response variable and the value predicted by the regression line.

y-yhat.

A residual plot is a scatterplot of the regression residual against the explanatory variable.

Plot made horizantal.  Do it on SPSS example above (class 11)

How to graph the residuals is discussed in the second SPSS handout.  You have to save a new variable “unstandardized residuals using Analyze>Regression>Linear and using SAVE and selecting  unstandardized  residuals.  Then you do a scatter plot putting x on horizontal axis and the unstandanrized residuals on the vertical axis. 

What to look for in a graph of residuals:
Curved pattern--- straight line not a good model

Increasing or Decreasing spread about the line   --- model better in some places than others

Individual points with large residual  (outliers)
Individual points far away from others horizontally (x)  
These are called influential points because removing them would significantly change the calculation of the least squares regression line.
CAUTIONS ABOUT CORRELATION AND REGRESSION

Extrapolation:   predicting far outside the range

Using Averaged data---Correlation based on average data are usually too high when applied to individuals

Beware of lurking variables.  (often relationships of variables in medicine when men and women are mixed. )

Association is not causation. 

     How do you establish causation?

See p. 136.   association is strong,
                     assoc is consistent
                      higher doses association with stronger response

                     alleged cause precedes the effect in time

                      alleged cause is plausible.

